Fluorescent microstructure fabrication

Supplementary Figure 1: (a) White light microscope image of the bleached dye-doped polymer droplet. Since all the dye was bleached the droplet appears transparent. The unbleached \(\pi\)-shaped area is faintly visible in pink on the lower-left quarter of the droplet. (b) Same image as in panel a but illuminating the droplet with green light and collecting only the fluorescence using a band-pass filter. The shape of the fluorescent pattern is now clearly visible against the black background. (c) Same as in panel b but with a higher magnification. The image appears slightly out of focus because the structure thickness (determined by the droplet thickness) is larger than the focal depth of the microscope objective used.

To fabricate the fluorescent microstructures we mixed 2 mg of Rhodamine 6G dye powder with 1 ml of an UV-curable acrylate monomer (Norlan optical adhesive 65). Placing the mixture on the roller bank for half an hour and in the ultrasonic bath for 15 minutes produced a homogeneous solution without any residual grain of dye. A small droplet of the solution was then deposited on a 1 mm thick glass cover slide with the aid of a pin. We found that drops of \(\sim 200\mu m\) diameter could be made in a consistent and reproducible way. The glass slide was then placed under a UV lamp for 10 minutes to cure the polymer, thus making the droplet solid.

Successively the dye-doped polymer was illuminated with the 466 nm line of an Argon laser. The intensity profile of the beam was shaped using a micromirror device\(^31\). The part of the droplet illuminated by the laser beam irreversibly bleached, gradually losing its ability to fluoresce. On the other side the areas that, due to the amplitude modulation, were not illuminated were not damaged and remained fluorescent. We continuously monitored the fluorescence from the droplet with a CCD camera and stopped the bleaching process when no signal was detected anymore, signifying that all the dye in the illuminated area was completely bleached. This process typically took about 40 minutes. Supplementary Figure 1 shows a white light microscope image of the bleached droplet (panel a), the same droplet but looking at the fluorescence (panel b) and a magnification of the fluorescent structure (panel c).

This procedure allows to fabricate fluorescent 2D structures with arbitrarily complex shape and with a resolution better than 10\(\mu m\) in a simple and reproducible way.

Measurement setup

Supplementary Figure 2: Schematic of the setup used for the measurements. Folding mirrors, polarizers and neutral density filters are not shown here.
As shown in Supplementary Figure 2, the light coming from a solid-state laser (\( \lambda = 532 \text{ nm} \)) is incident on a mirror (a GVS011 galvanic mirror from Thorlabs) that can rotate around the vertical axis. This first mirror is imaged on a second galvanic mirror, rotating around the horizontal axis, via 2 relay lenses with focal length \( f = 100 \text{ mm} \), in a 4f configuration. The second mirror is then demagnified and imaged on the surface of the scattering layer via a tube lens (\( f = 100 \text{ mm} \)) and a 10x Nikon microscope objective (NA=0.25). Using this configuration we can freely rotate the angle of incidence of the laser light on the scattering surface without changing the incident position. To detect the signal from the front side we used a combination of a Notch filter (Semrock NF01-532U-25) and a band-pass filter (Semrock FF01-593/40-25) to separate the excitation light from the fluorescence. The fluorescent intensity on the surface of the scattering medium was then imaged on a CCD (a Dolphin camera from Allied Vision Technology).

The speckle memory effect

Supplementary Figure 3: Comparison between the measured correlation for the memory effect and the theoretical curves.

Coherent light is scrambled by disorder. As a result a collimated beam of light transmitted through a scattering material emerge as a collection of bright and dark spots known as speckle. Despite its apparent randomness laser speckle retains some information on both the incident beam the the scattering material in the form of correlations. One of the most apparent manifestations of this phenomenon is the fact, named memory effect, that changing the angle of incidence of the light on a scattering slab by an angle \( \Delta \theta \) does not change completely the resulting speckle pattern. For small angles the speckle pattern is essentially unchanged but only rotated by the same angle \( \Delta \theta \). For larger angles the speckle pattern is modified gradually and its correlation with the one for \( \Delta \theta = 0 \) decay continuously as

\[
C (|\Delta \theta|) = \frac{k|\Delta \theta|L}{\sinh (k|\Delta \theta|L)}^2 ,
\]

where \( L \) is the scattering layer thickness and \( k \) is the wave vector \(^{32-34}\). Notice that this correlation is independent from the scattering strength of the material.

We measured \( C (|\Delta \theta|) \) for the diffuser used in the experiment and for two scattering layer made by spray-painting ZnO particles with an average diameter of 200 nm on a microscope cover slide\(^{35}\) with thicknesses \( L \) equal to, respectively, 4\( \mu \text{m} \) and 11\( \mu \text{m} \). In Supplementary Figure 3 the experimental data are compared with the theoretical curve (eq. 1). Ground glass optical diffusers are completely opaque but, at the same time, very thin. Therefore \( C (|\Delta \theta|) \approx 1 \) for all angles used in the experiment.

Windowing of the autocorrelation

When we compute the autocorrelation from the measured \( I = O \ast S \) we have to take into consideration that we can only probe a limited range of \( \Delta r \). We found that, if the autocorrelation is calculated directly as \( I \ast I \), the image retrieval algorithm described below always produced hot spots in the reconstructed picture. To avoid these artifacts we first windowed \( I \) with a Hamming window \( w \) and then computed the autocorrelation as

\[
I \ast I = \frac{[(O \ast S) \cdot w] \ast [(O \ast S) \cdot w]}{w \cdot w} ,
\]
To suppress the inevitable increase in noise at the edges of the picture we windowed the autocorrelation with a Tukey window\textsuperscript{36}.

**Convergence of the speckle autocorrelation**

The success of our method depends on the signal to noise ratio of the measured autocorrelation. The main contribution to the noise is the residual speckle, which depends on the solid angle scanned. In fact we assume the averaged autocorrelation of the speckle $\langle S \ast S \rangle$ to have the form of an Airy disk, but this is rigorously true only if the average includes a infinitely large amount of speckle spots. If the scanned solid angle is finite only a limited number of speckle spots will contribute to the average and this will reduce the signal to noise ratio. We have numerically checked that the signal to noise is proportional to the square root of the number of speckle spots included in the scanned range. To obtain good signal to noise one could make one large scan or several non-overlapping smaller scans. We find it is experimentally more convenient, in view of long scan times, to make a number of non-overlapping scans and average their autocorrelates. Similar results are obtained if adjacent scans are patched together before computing the autocorrelate.

**Image retrieval**

In general it is impossible to recover an object from its autocorrelate since the calculation of an autocorrelation is a lossy operation. An autocorrelate preserves only the magnitude of the spatial Fourier spectrum while all phase information is lost. This loss is seen by calculating the Fourier transform of an autocorrelation using the convolution theorem

$$\mathcal{F}\{O \ast O\} = \mathcal{F}\{O\} \mathcal{F}\{O\}^* = |\mathcal{F}\{O\}|^2.$$  \hfill (3)

In practice however, it is often possible to uniquely infer the lost phase information for objects that have a dimensionality higher than one\textsuperscript{37–39}. Fienup\textsuperscript{40,41} pioneered such methods for phase retrieval and demonstrated several iterative algorithms that are capable of retrieving an object from the magnitude of the spatial Fourier spectrum by using a priori information of the object, such as being real or non-negative. These algorithms were quickly adopted in a wide variety of fields, such as astronomy and crystallography\textsuperscript{42,43}.

**Phase retrieval algorithms**

The basics of Fienup’s phase retrieval algorithms are shown in Supplementary Figure 4. The algorithm starts with an initial guess $g_1(x, y)$ of the object. When a low resolution image of the object is available, this image is a logical

**Supplementary Figure 4**: Block diagram for an iterative phase recovery algorithm. $\mathcal{F}$: Fourier transform; Arg: argument; $|\mathcal{F}\{O\}|$: Magnitude of the measured spatial spectrum of the object $O$; which is retrieved from the autocorrelation of $O$. inverse Fourier transform; $\mathcal{F}^{-1}$ inverse Fourier transform; Constraints: real space constraints to calculate $g_{k+1}$ out of $g_k$. 
choice for the initial guess. Otherwise, a completely random pattern can be used to start the algorithm. The initial guess is entered into an algorithm that performs the following four steps at its $k^{th}$ iteration

$$G_k(u, v) = \mathcal{F}\{g_k(x, y)\}$$
$$\theta_k(u, v) = \arg G_k(u, v)$$
$$G'_k(u, v) = |\mathcal{F}\{O(x, y)\}|e^{i\theta_k(u, v)}$$
$$g'_k(x, y) = \mathcal{F}^{-1}\{G'_k(u, v)\},$$

(4)

where we use the information from the measured autocorrelation in the third step.

At this point the algorithm requires real space constraints on the object. In our case, where we look at the amount of fluorescence coming from the object, $O$ has to be real and positive. We define a set $\Gamma$ that contains all the points in $g'_k$ violating this constraint; in our case the points with a negative or complex value. There are multiple ways to implement this constraint into the algorithm. The first implementation is known as the the ‘Error-Reduction’ algorithm and sets

$$g_{k+1}(x, y) = \begin{cases} g'_k(x, y) & \text{for } (x, y) \notin \Gamma \\ 0 & \text{for } (x, y) \in \Gamma \end{cases}$$

(5)

Another possible implementation is called the ‘Hybrid Input-Output’ algorithm and defines

$$g_{k+1}(x, y) = \begin{cases} g'_k(x, y) & \text{for } (x, y) \notin \Gamma \\ g_k(x, y) - \beta g'_k(x, y) & \text{for } (x, y) \in \Gamma \end{cases}$$

(6)

where $\beta$ is a feedback parameter that control the convergence properties of the algorithm. When $g_{k+1}(x, y)$ is calculated it can be used as the starting point for the $(k + 1)^{th}$ iteration. A single iteration of these algorithms takes only a couple of microseconds on a modern desktop computer allowing for a complete inversion of an autocorrelation within a few seconds.

The convergence of the algorithms is monitored by calculating the squared error $E_k^2$ between the autocorrelation of the retrieved image with the measured one

$$E_k^2 = (|\mathcal{F}\{g'_k\}| - |\mathcal{F}\{O\}|)^2.$$  

(7)

Consistently with the scheme already suggested in [41], we found the best convergence by starting with the Hybrid Input-Output algorithm and gradually lowering $\beta$ from 2 to 0 in steps of 0.05 and running 10 iterations per value of $\beta$. Then we run 100 iterations with the Error-Reduction algorithm to reduce any residual noise from the image.


